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B.A./B.Sc. Honours 5th Semester Examination, 2020, held in 2021

ECOACORI11T-EcoNoMiIcS (CC11)

INTRODUCTORY ECONOMETRICS

Time Allotted: 2 Hours Full Marks: 50
The figures in the margin indicate marks of question. &Nfee T 0Z TG LT T e T
Candidates should answer in their own words AT e ©IRNF I FET ST &
and adhere to the word limit as practicable. Geq e 291

All symbols are of usual significance.

I. Answer any five questions from the following: 2x5=10

fsERe @-@ieE 5T are Sed nies

(a) Explain the term ‘Standard Error’ of a statistic.
ANF A’ SWIF P FCEM

(b) Define hypothesis.
PSS &R MG |

(c) Define ‘Type I and Type II errors’.
“Type 1 € Type II @f&’-7 3Kl wiS |
(d) State the Ordinary Least Squares (OLS) estimation criterion.
Az SR 9 o1@fe (OLS) LFeR @ Meweef @t
(e) Explain the term ‘Degree of Freedom’.
“FEITOR @ AWCR P I
(f) Define ‘power of a test’.
‘Power of a test’-a< e W€ |
(g) What are the effects of an autocorrelated error on OLS estimators?
OLS 2ieeTdd ¢o7 TRfEeid wiie aifeRmicr eer s Fel |

(h) What is the basis of Goldfeld and Quandt Test in determining heteroscedasticity?
Heteroscedasticity fadiatet Goldfeld and Quandt Test-<@3 fofe & ¢
(1) State with reason whether the following are dummy variables or not:
Presence of college education and Racial discrimination
faafeiiie REgele Dummy 566 5 FizerT Jeens
FeEICs e BoifEfs ¢ wifests taawy
(j) Define a dichotomas variable.
TR HoTcre TRl wie |
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2. Answer any four questions from the following: 5x4 =20

foafere @-I 5Ef6 2t Tes wies

(a) The choice of the level of significance depends on the purpose of hypothesis
testing. — Justify the statement.
iy TR ew eiTe eFE AArwR SrraedE 8ok fen @ — e amiR
M

(b) The mean IQ for a group of 25 children is 104.81, the standard deviation is 17.255.
Test whether the observed mean is significantly greater than 100.

( toA05,24) =1.71 1, 1.01,24 = 2492)

25 & e 9% 1Q 104.81,7F RPfe 17.2551 AGIR F@! Toier oG 100 (U AT
ﬂ ﬁWTI ( l‘0405,24) =1.711, 1.01,24 = 2492)

(c) In a 2 variable Classical Linear Regression Model, show that the least square
estimates of the parameters are unbiased.

g7 fapet ol @RT eorRfe o e @ @ 3 smfere ald aRFeeef
2FANG¥{eT] |
(d) The DW test for autocorrelation is not applicable in case of heteroscedastic error.

— Justify the statement.

TRfETeI el DW 2% heteroscedastic i€ CF0g &@ey T — Of&H
RIREEI&I

(e) Least square techniques when applied to economic time series data usually give
biased estimates because many economic time series data are autocorrelated.
— Justify the statement.

W 3 AafsRie AR AR CHg 2@ F1 23 ©f FHAGYE AFEF & (7,
I Sl wdEfeTEE A qARE wriErer e w — Efeh amE
AN

(f) Inthe model y = Bx, + B,x, +u, the parameter estimates are ,Bl =1, ,Bz =1. Ifone
observation is dropped, the new values are 3, =—1/2, f3, =3. State with reason
whether multicollinearity exists between two variables or not.
y=Lfx, + Box, +u TEE AT NN @ B =1, f,=1.1 @I ~Ew Im
et g W =@ B =—1/2, B, =31 6 tena Wy JeRivewel wig /Al g
N

(g) A production function is specified as
Y, = o+ Bixy + Byxy; +u u; ~IN(0, o)

The following data are obtained from a sample of size n=23:

X =10 X, =5 y=12
S, =12 S, =8 S, =12
S, =10 S,, =8 S, =10

Compute ¢, ,Bl, ,Bz as well as standard errors of ,Bl and ,Bz.
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G0 T TFF GN
Y=o+ Bix; + Byxy +u, u; ~IN(0, 0'2)

T RA 5 =23 e [WElere oLy #hew A

% =10 X,=5 y=12
S, =12 S, =8 S,, =12
S, =10 S, =8 S, =10

&, B, B,-a3 a= Fet @ @k, f, -93 wwreaits el st

3. Answer any two questions from the following: 10x2=20
fasfeie @-ie 76 avea Ted wiss
(a) (i) Make a distinction between deterministic and stochastic relationships. 4+3+3

(i) What are the sources of the error term?
(i) The estimated equation of a function, based on 12 observations, is:

Y =10+0.90x
You are given the following sample moments:
67 =0.01 X =200 S_. =4000

Calculate the predictor of Y for x =250 and obtain a 95% confidence interval
for it. (¢ =2.228 with 10 deg of freedom).

() e e Tearei Fi W ANy FEl
(i) alferina Sl @l
(iii) 12 5 ~fae-a3 fofers aig a3t S sfimiepe Thwae zae

Y =10+0.90x
fferis =i arrrafer (e ze:
67 =0.01 X =200 S_. = 4000

x=250 A V-A9 FJA«FO TG @R T @ @F T 95% confidence
interval T/ @ (1 =2.228, 10 F&woR @l 7R)

(b) (i) Heteroscedasticity in the error leads to biased OLS estimators of the 5+5
regression coefficient and its standard error. — Justify the statement.

(i) Describe some of the remedial measures for the problem of multicollinearity.

(i) @9 Heteroscedasticity Q¥ OLS &lFeided @eorigfe =5 ¢ 7o gife
FHoNeYE T — Sfeis [R5 I
(i) TfRfteme! 7TPTE eAfoFIET TKSET ST I

(c) Consider the following estimated 2 variable CLRM: 3+3+4

Y, = constant +0.5X; +e,

where n=22, X =10, Y =25, ) X} =2201, D ¥’ =4951.
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(i)  Obtain the estimated regression coefficient when X is regressed on Y.

(i) Obtain the unbiased estimate of the error variance, S, when Y is regressed
on X.

(i) Test the suggestion that (a) Y is proportionally dependent on X and (b) Y is
positively dependent on X, both at 5% level of significance.

[ S S

(RIS 12 befp-RME STage Wwel (el SicRs
Y, = &% +0.5X, +e,

(@ICT n=22, X =10, ¥ =25, > X =2201, > ¥?=4951.

() IMXE Y97 ¢7 eojigle T 2, [ SgFFe 2Aefige 729-93 Aq F© 217
(i) Y @ X 93 897 AGfJG T a% RBIER *rHoiodle AlFeTs-93 A« T 2(J ?
(i) 5% Oty Sete fasferfie el i s

(F) Y SlgenfeFel X-a3 eve faoaie,
(¥) Y ST X-a3 6o fqeaie

(d) (i) If the variances of independent and unbiased estimators 7;, 7, and T;of

parameter @ are in the ratio 2:3:5, which of the following estimators would
you prefer most?
Qh+T,+Ty) (L+20,+T) (G+T,+2T,)
4 ’ 4 ’ 4
(i) Explain ‘two tail test” of hypothesis testing.

(i) Define binary variable with suitable example.
() TRIEGR g-93 foa FEG ¢ ool adFes 7), T, IR T, -9 (enwefe
2:3:5 A A [OA6 FeTs FNEL T (T 9N FCEE 71ew T 9

Ch+0L,+7%) (L+21,+1) (I +7,+27)
4 ’ 4 ’ 4
(i) 2% [T CF0g 12 7[pe-RT +Tw 30 @t
(i) TN HAFA SRIRIIHZ R 7€ |

(e) (i) Explain the term ‘dummy variable trap’.

(i) Show that the disturbance term is heteroscedastic in linear probability model.

Q) ©ifl vere win welb i IR

(i) (A8 (T FIFERF TSI -« Alf8sws Heteroscedastic A

N.B. : Students have to complete submission of their Answer Scripts through E-mail / Whatsapp to
their own respective colleges on the same day / date of examination within 1 hour after end
of exam. University / College authorities will not be held responsible for wrong submission
(at in proper address). Students are strongly advised not to submit multiple copies of the
same answer Script.

4+4+2

5+5



